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Abstract 
 Recovering picture from corrupted observations necessary for several real-world applications. During this paper, we 

propose a unified framework to perform progressive image recovery supported hybrid graph Laplacian regularized 

regression. We first construct a multiscale illustration of the target image by Laplacian pyramid, then more and more 

recover the degraded image within the scale area from coarse to fine so the sharp edges and texture will be 

eventually recovered. On one hand, among every scale, a graph Laplacian regularization model represented by 

implicit kernel is learned, that at the same time minimizes the smallest amount sq. error on the measured samples 

and preserves the geometrical structure of the image information area. In this procedure, the intrinsic manifold 

structure is expressly considered exploitation each measured and unmeasured samples, and the nonlocal self-

similarity property is used as a fruitful resource for abstracting aprioriknowledge of the photographs. On the other 

hand, between 2 sequential scales, the projected model is extended to a projected high-dimensional feature area 

through explicit kernel mapping to explain the interscale correlation, in which the native structure regularity is 

learned and propagated from coarser to finer scales. During this manner, the projected algorithmic rule gradually 

recovers additional and additional image details and edges, which couldn't be recovered in previous scale. We have 

a tendency to take a look at our algorithm on one typical image recovery task: impulse noise removal. Experimental 

results on benchmark take a look at pictures demonstrate that the projected technique achieves higher performance 

than progressive algorithms.  

Keywords--- De-duplication, Authorized Duplicate Check, Confidentiality, Hybrid Cloud. 

 
 

Image Integration with Local Linear Model  

Using Demosaicing Algorithm 

S. Dhivya, B. Iswariyalakshmi, V. Banumathi, S. Gayathri and R. Meyanand    



International Journal of communication and computer Technologies, ISSN: 2278-9723 

Available at http://www.ijccts.org 

 

 
 

                                        Volume 05 , Issue: 01                                                                        Page37                                                                            
International Journal of Communication and Computer Technologies                                     www.ijccts.org 

 

I. Introduction 

Image processing is a method to convert an 

image into digital form and perform some 

operations on it, in order to get an enhanced 

image or to extract some useful information 

from it. It is a type of signal dispensation in 

which input is image, like video frame or 

photograph and output may be image or 

characteristics associated with that image. 

Usually Image Processing system includes 

treating images as two dimensional signals while 

applying already set signal processing methods 

to them. It is among rapidly growing 

technologies today, with its applications in 

various aspects of a business. Image Processing 

forms core research area within engineering and 

computer science disciplines too. 

Image Processing Basically Includes the 
Following Three Steps  

Importing the image with optical scanner or 

by digital photography. Analyzing and 

manipulating the image which includes data 

compression and image enhancement and 

spotting patterns that are not to human eyes like 

satellite photographs. Output is the last stage in 

which result can be altered image or report that 

is based on image analysis. 

Purpose of Image Processing 

The purpose of image processing is divided 

into 5 groups. They are: 

 Visualization:  Observe the objects that 

are not visible. 

 Image Sharpening and Restoration: To 

create a better image 

 Image Retrieval: Seek for the image of 

interest. 

 Measurement Pattern: Measures various 

objects in an image. 

 Image Recognition: Distinguish the 

objects in an image. 

Types of Image Processing 

The two types of methods used for Image 

Processing are Analog and Digital Image 

Processing. Analog or visual techniques of 

image processing can be used for the hard copies 

like printouts and photographs. Image analysts 

use various fundamentals of interpretation while 

using these visual techniques. The image 

processing is not just confined to area that has to 

be studied but on knowledge of analyst. 

Association is another important tool in image 

processing through visual techniques. So 

analysts apply a combination of personal 

knowledge and collateral data to image 

processing. 

Digital Processing techniques help in 

manipulation of the digital images by using 

computers. As raw data from imaging sensors 

from satellite platform contains deficiencies. To 

get over such flaws and to get originality of 

information, it has to undergo various phases of 

processing. The three general phases that all 

types of data have to undergo while using digital 

technique are Pre- processing, enhancement and 

display, information extraction. 

 

Working of Image Processing 

Digital data is used to storing and reading 

data. The above Digital data is to be processed. 

Preprocessing transforms the digital data into a 

format that will be more easily and effectively 

processed. It obtains the most relevant 

information from the original data and 

represents that information in a lower 

dimensionality space. Future Extraction includes 

Image Enhancement and Selection of training 

data. 

 

Fig. 1: Diagram of Image Processing 

Image enhancement is the process of 

removing noise from image as well as 

brightening the image.  In Image Enhancing, 
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manual interpolation is used to create data points 

for an image to improve the quality. Selection of 

Training data is find out the data points of the 

image. After selection, performing two methods 

namely Decision and classification. Ancillary 

data to be used in digital interface and then 

unsupericing the ancillary data. The data can be 

supervised. In Supervising, the input data is in 

the form of vector image and output data is in 

the form of supervising signal. The output data 

to be classified and perform post processing 

operation. The processing operation is used to 

access accuracy. Finally shows the reported 

data. 

Characteristics of Image Processing 

Before going to processing an image, it is 

converted into a digital form. Digitization 

includes sampling of image and quantization of 

sampled values. After converting the image into 

bit information, processing is performed. This 

processing technique may be Image 

enhancement, Image restoration, and Image 

compression. 

1. Image Enhancement 

It refers to accentuation, or sharpening, of 

image features such as boundaries, or contrast to 

make a graphic display more useful for display 

& analysis. This process does not increase the 

inherent information content in data. It includes 

gray level & contrast manipulation, noise 

reduction, edge crispening and sharpening, 

filtering, interpolation and magnification, 

pseudo coloring, and so on. 

2. Image Restoration 

It is concerned with filtering the observed 

image to minimize the effect of 

degradations. Effectiveness of image restoration 

depends on the extent and accuracy of the 

knowledge of degradation process as well as on 

filter design. Image restoration differs from 

image enhancement in that the latter is 

concerned with more extraction or accentuation 

of image features. 

It is concerned with minimizing the number 

of bits required to represent an image. 

Application of compression are in broadcast TV, 

remote sensing via satellite, military 

communication via aircraft, radar, 

teleconferencing, facsimile transmission, for 

educational & business documents, medical 

images that arise in computer tomography, 

magnetic resonance imaging and digital 

radiology, motion, pictures, satellite images, 

weather maps, geological surveys and so on. 

Advantages of Image Processing 

The processing of images is faster and more 

cost-effective. One needs less time for 

processing, as well as less film and other 

photographing equipment. It is more ecological 

to process images. No processing or fixing 

chemicals are needed to take and process digital 

images. However, printing inks are essential 

when printing digital images. When shooting a 

digital image, one can immediately see if the 

image is good. 

II. Related Work 

A Demosicing algorithm is a digital image 

process used to reconstruct a full color image 

from the incomplete color samples using color 

filter array. Input gets with denoisement process 

execution. The Long exposure process input 

images analysis to the alignment of long-

exposure images. Selection of all reliable 

photography pixels the called by Image. 

System Architecture 

 

Fig. 2: Architecture Diagram 

Taking a input image which contains Noise, 

removing noise from the input Image. 

Furthermore we want to enhance the input image 

without noise Possibility of color transformation 

takes place. Improve the brightness of image 

along with intensity. Various images to be 

inserted and decompress into new image. 
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Brightness of corner image also possible. 

Changes made on image should display on 

graph. The optimization procedure integrates the 

color information of the long-exposure image 

and the details of the flash image while 

maintaining its local features. Our method 

restores more natural images. 

Nearest-Neighbor Interpolation 

Simply copies an adjacent pixel of the same 

color channel (2x2 neighborhoods).It can be 

useful for generating previews given limited 

computational resources. 

Bilinear Interpolation  

The red value of non-red pixel is computed 

as the average of the two or four adjacent red 

pixels, and similarly for blue and green. It can be 

useful for generating previews given limited 

computational resources. Taking into account 

more neighbors than in algorithm (e.g., 7x7 

neighborhoods). Lower weight is given to pixels 

which are far from the current pixel provide   

same color intensity.  

Gradient-corrected Bilinear Interpolation  

The chrominance components don`t vary 

much across pixels. It provides the inter channel 

correlations between the different color channels 

and uses the gradients among one color channel, 

in order to correct bilinear interpolated value. 

Fast Gradient-Based Algorithms for Constrained 

Total Variation Image Denoising and Deblurring 
Problems  

It gradient-based schemes for image 

denoising and deblurring problems based on the 

discredited total variation (TV) minimization 

model with constraints. We derive a fast 

algorithm for the constrained TV-based image 

deburring problem. To achieve this task, we 

combine an acceleration of the well known dual 

approach to the denoising problem with a novel 

monotone version of a fast iterative 

shrinkage/thresholding algorithm (FISTA) we 

have recently introduced. The resulting gradient-

based algorithm shares a remarkable simplicity 

together with a proven global rate of 

convergence which is significantly better than 

currently known gradient projections-based 

methods. Our results are applicable to both the 

anisotropic and isotropic discredited TV 

functionals. Initial numerical results demonstrate 

the viability and efficiency of the proposed 

algorithms on image deblurring problems with 

box constraints.  

A review of Image Denoising Algorithms, with a 

New One 

The search for efficient image denoising 

methods still is a valid challenge, at the crossing 

of functional analysis and statistics. In spite of 

the sophistication of the recently proposed 

methods, most algorithms have not yet attained a 

desirable level of applicability. All show an out- 

standing performance when the image model 

corresponds to the algorithm assumptions, but 

fails in general and creates artifacts or removes 

image fine structures. The main focus of this 

paper is, first, to define a general mathematical 

and experimental methodology to compare and 

classify classical image denoising algorithms, 

second, to propose an algorithm (Non Local 

Means) addressing the preservation of structure 

in a digital image. The mathematical analysis is 

based on the analysis of the “method noise”, 

defined as the difference between a digital image 

and its denoised version. The NL-means 

algorithm is proven to be asymptotically optimal 

under a generic statistical image model. The de- 

noising performance of all considered methods 

is compared in four ways; mathematical: 

asymptotic order of magnitude of the method 

noise under regularity assumptions; perceptual-

mathematical: the algorithms artifacts and their 

explanation as a violation of the image model; 

quantitative experi- mental: by tables of L2 

distances of the denoised version to the original 

image. The most powerful evaluation method 

seems, however, to be the visualization of the 

method noise on natural images. The more this 

method noise looks like a real white noise, the 

better the method.  

High-quality Motion Deblurring from a Single 
Image 

We present a new algorithm for removing 

motion blur from a single image. Our method 

computes a deblurred image using a unified 

probabilistic model of both blur kernel 

estimation and unblurred image restoration. We 
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present an analysis of the causes of common 

artifacts found in current deblurring methods, 

and then introduce several novel terms within 

this probabilistic model that are inspired by our 

analysis. These terms include a model of the 

spatial randomness of noise in the blurred 

image, as well a new local smoothness prior that 

reduces ringing artifacts by constraining contrast 

in the unblurred image wherever the blurred 

image exhibits low contrast. Finally, we describe 

an efficient optimization scheme that alternates 

between blur kernel estimation and unblurred 

image restoration until convergence. As a result 

of these steps, we are able to produce high 

quality deblurred results in low computation 

time. We are even able to produce results of 

comparable quality to techniques that require 

additional input images beyond a single blurry 

photograph, and to methods that require 

additional hardware.    

Image Denoising Via Sparse and Redundant 

Representations over Learned Dictionaries 

We address the image denoising problem, 

where zero-mean white and homogeneous 

Gaussian additive noise is to be removed from a 

given image. The approach taken is based on 

sparse and redundant representations over 

trained dictionaries. Using the K-SVD 

algorithm, we obtain a dictionary that describes 

the image content effectively. Two training 

options are considered: using the corrupted 

image itself, or training on a corpus of high-

quality image database. Since the K-SVD is 

limited in handling small image patches, we 

extend its deployment to arbitrary image sizes 

by defining a global image prior that forces 

sparsity over patches in every location in the 

image. We show how such Bayesian treatment 

leads to a simple and effective denoising 

algorithm. This leads to a state-of-the-art 

denoising performance, equivalent and 

sometimes surpassing recently published leading 

alternative denoising methods.  

1. Demosaicing Algorithm 

A demosaicing algorithm is a digital image 

process used to reconstruct a full Color image 

from the incomplete color samples output from 

an image sensor overlaid with a color filter array 

(CFA). Also known as CFA interpolation or 

color reconstruction. The reconstructed image is 

typically accurate in uniform-colored areas, but 

has a loss of resolution (detail and sharpness) 

and has edge artifacts (for example, the edges of 

letters have visible color fringes and some 

roughness). 

Nearest-Neighbor Interpolation 

Simply copies an adjacent pixel of the same 

color channel (2x2 neighborhood). It is 

unsuitable for any application where quality 

matters, but can be useful for generating 

previews given limited computational resources.  

Bilinear Interpolation  

The red value of a non-red pixel is computed 

as the average of the two or four adjacent red 

pixels, and similarly for blue and green. Bilinear 

interpolation generates significant artifacts, 

especially across edges and other high-frequency 

content, since it doesn`t take into account the 

correlation among the RGB values. 

Cubic Interpolation  

Taking into account more neighbors than in 

algorithm no. 2 (e.g., 7x7 neighborhoods). 

Lower weight is given to pixels which are far 

from the current pixel.  

Gradient-corrected bilinear interpolation  

The assumption is that in a 

luminance/chrominance decomposition, the 

chrominance components don`t vary much 

across pixels. It exploits the interchannel 

correlations between the different color channels 

and uses the gradients among one color channel, 

in order to correct the bilinear interpolated 

value. 

III. Methodologies 

 Load Image/Save Image 

 Image processing techniques 

 Colour Filters 

 HSL Colour Space 

 Morphology 
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 Edge Detectors 

Load Image/Save Image 

Loading the particular image for the image 

processing, in the particular bitmap. This is by 

opening the dialog box and selecting the 

particular image file. After alteration, can save 

the particular image. 

Image Processing Techniques 

Various processing technique are included in 

the project (invert, grayscale, brightness, 

contrast, gamma and colour). The spectral 

transmittances of the CFA elements along with 

the demos icing algorithm jointly determine the 

colour rendition. The sensor's pass band 

quantum efficiency and span of the CFA's 

spectral responses are typically wider than the 

visible spectrum, thus all visible colours can be 

distinguished. The responses of the filters do not 

generally correspond to the CIE colour matching 

functions, so a colour translation is required to 

convert the tristimulus values into a common, 

absolute colour space. 

Colour Filters 

The colour filters are filters placed over the 

pixel sensors of an image sensor to capture 

colour information. Colour filters are needed 

because the typical photo sensors detect light 

intensity with little or no wavelength specificity, 

and therefore cannot separate colour 

information. The colour filters filter the light by 

wavelength range, such that the separate filtered 

intensities include information about the colour 

of light. The raw image data captured by the 

image sensor is then converted to a full-colour 

image (with intensities of all three primary 

colours represented at each pixel) by a demos 

icing algorithm which is tailored for each type of 

colour filter.  

HSL Colour Space 

HSL and HSV are the two most common 

Methods for cylindrical-coordinate 

representations of points in an RGB colour 

model, which rearrange the geometry of RGB in 

an attempt to be more intuitive and perceptually 

relevant than the Cartesian (cube) 

representation. They are used for colour pickers, 

in colour-modification tools in image editing 

software, and less commonly for image analysis 

and computer vision. 

Morphology 

Morphological operators often take a binary 

image and a structuring element as input and 

combine them using a set operator (intersection, 

union, inclusion, complement). They process 

objects in the input image based on 

characteristics of its shape, which are encoded in 

the structuring element. Usually, the structuring 

element is sized 3×3 and has its origin at the 

centre pixel. Morphological operator is therefore 

defined by its structuring element and the 

applied set operator.  

Edge Detectors 

Edge detection module is for feature 

detection and feature extraction, which aim at 

identifying points in a digital image at which the 

image brightness changes sharply or, more 

formally, has discontinuities. 

 

Our algorithm yields the resultant image 

indicated by the red line from the two inputs, 

the flash image (green line), and the selected 

pixels of the long exposure image (blue dots).  

IV. Conclusion and Future Work 

This work presents a noise reduction method 

based on Dual Tree Complex Wavelet 

Transform coefficients shrinkage. The main 

point of novelty is represented by its application 

in post-processing on the output of an image 

enhancement method (both the non-enhanced 

image and the enhanced one are required) and 

the lack of assumptions on the statistical 

distribution of noise. On the other hand, the non-

enhanced image is supposed to be noise-free or 

affected by non-perceivable noise. Following 

well known properties of the Human Visual 

System, the images are first converted to a color 
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space with distinct chromatic and achromatic 

axes, sand then only the achromatic part 

becomes object of the noise reduction process. 

To achieve pleasant denoising, the proposed 

method exploits the data orientation 

discriminating power of the Dual Tree Complex 

Wavelet Transform to shrink coefficients from 

the enhanced, noisy image. Always according to 

data directionality, the shrunk coefficients are 

mixed with those from the non-enhanced, noise-

free image. In this paper, we have a tendency to 

gift a good and efficient image impulse noise 

removal algorithmic rule supported hybrid graph 

Laplacian regularized regression. We have a 

tendency to utilize the input area and therefore 

the mapped high-dimensional feature area as 2 

complementary views to handle such associate 

ill-posed inverse downside. The framework we 

have a tendency to explore could be a multi-

scale Laplacian pyramid, where the intra-scale 

relationship will be sculpturesque with the 

implicit kernel graph Laplacian regularization 

model in input space, whereas the inter-scale 

dependency will be learned and propagated with 

the express kernel extension model in mapped 

feature area. During this manner, each native 

and nonlocal regularity constrains square 

measure exploited to enhance the accuracy of 

vociferous image recovery. Our method 

produces more clear results compared with other 

methods. The proposed method can more 

accurately recover global object contours, such 

as the edge, pixels. 
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