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INTRODUCTION

ABSTRACT

This work focuses on multi-dimensional approach to incorporate the Sup-
port Vector Machine (SVM) models with Blockchain to secure distributed led-
ger against APTs. The classifying and high pattern recognition ability of SVM
makes the proposed framework easily capture and neutralize malicious ac-
tivities in the blockchain networks in realtime. The distribution of the block-
chain technology and use of machine learning for predictive modeling guar-
antees a hard-coded countermeasure against new forms of cyber threats. As
such, this work is centered on how these technologies can be integrated in
harmony: attempting to enhance the accuracy of threat identification with-
out compromising the functionality of the blockchain. This implementation
shows the possibility of achieving strong, secure and scalable applications
in different applications domains, and so make a way forward for upcoming
decentralized cybersecurity solutions.
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susceptibility to new habits APTs, changed cyber
threats require powerful solutions. Artificial neural

Machine learning application integrated with the
blockchain is considered a suitable approach to solving
cybersecurity problems in the distributed network.
Blockchain as a technology that relies on distributed
processing and record-keeping and which has shown
to be particularly successful in ensuring that data
remains and transactions are secure.. However, its

networks, most preferably Support Vector Machines
(SVM) are renowned to be effective in pattern and
anomaly detection on large data volumes and thus
should be considered for improving blockchain safety.

Much research has been conducted on the
complementarity of the mentioned technologies.
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For example, researchers suggested frameworks
based on machine learning models to detect, prevent
malicious actions inside the blockchain networks and
maintain the reliability and integrity of distributed
ledgers.l"l Other research focuses on the contributions
of SVM in fraudulent transactions’ identification to
improving consensusalgorithmsinblockchainsystems.
Machine learning for optimizing the application
of blockchain on the basis of the scalability and
reliability has also been discussed in the latest work .
Additionally, some of the studies have investigated
about the merging supervisor learning enhances
intrusion identification and mitigates unauthorized
threats to decentralized networks infrastructure.™
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Fig. 1: General flow of cybersecurity framework.

The cybersecurity framework which is used to fight
APTs uses a layered model to counter the threats
successfully: as can be seen in the following figure
1. In its essence, the Blockchain-Based Security
Framework safeguards transactions by providing
the reliability of the recorded information. The
framework also encompasses the Threat Detection
Layer the leverage of enhanced machine learning
algorithms to analyze network activities with a view
of identifying anomalous activities and or suspicious
behaviors. Newly generated or already existing data
from lot-devices or network traffic are accumulated
by the Data Aggregation and Preprocessing Module and
preprocessed providing the Anomaly Detection Engine
with information about deviations from the standard
behavior that can be associated with threats. If one

or more of these conditions is triggered, the Response
and Mitigation Module implements countermeasures
and sends alerts to the system administrator, negates
the threat automatically, and performs a blockchain
analysis to identify the source of the attack. The
fact is that the Reporting and Analytics Layer offers
recommendations for improving the security measures
and maintaining them as up to date as possible.
This integrated system provides secure end to end
protection system against all sorts of cyber threats.

Furthermore, integration of blockchain
decentralized approach with machine learning
predictors has been found effective in addressing cyber
risks in distributed systems.®! The authors have also
observed the use of real-time anomaly detection to
mitigate complex cyber threats in blockchain systems
using machine learning.[®! That has been made possible
by the flexibility of SVM in detecting structures in
blockchain networks to give early signals of security
risks.[”

In addition, research studies have proposed the
method for secure communication in the blockchain-
based loT system employing the use of machine
learning techniques confirming the cross-domain
applicability of IoT.®! Other works focusing on the
combination of blockchain technology with machine
learning for threat intelligence have shown how the
precision of threat identification and neutralization
can be enhanced.? Finally, the progressive emergence
of more efficient machine learning algorithms has
provided the basis for the creation of new safe and
effective forms of blockchain, as well as their reliable
protection against contemporary cyber threats.['

LITERATURE SURVEY

The combination of blockchain and machine learning
has attracted the concern of the community to
improving cybersecurity measures for mitigating
sophisticated threats. Several articles have discussed
the possibility of applying blockchain in cases where
the results are guaranteed, and security incidents
are unified without the involvement of third parties.
For example, one work examined the blockchain-
based intrusion detection system with the aid of
machine learning for anomalies detection with
emphasis on enhancing the threat identification in
real-time situations.[' Another study was conducted
to explain the usage of blockchain for protection of
loT communication link by exploring machine learning
technology for scalability of distributed networks.!'?
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Also, the integration of blockchain with artificial
intelligence has been used with positive results that
put an end to external and unauthorized infiltration. !

A remarkable exploratory study explored the
application of neural network to improve consensus
algorithms of blockchain, which elaborated how it
could boost security while maintaining effectiveness. !
In addition, authors have deployed Support Vector
Machines (SVM) in blockchain network to perform the
task of fraudulent transaction detection and ensuring
the correctness of the ledger.[' Other researches
have also analysed the possibility of using machine
learning models in smart contract security and
ensuring that the validation processes are automatic
and cannot be changed.['" Another important work
suggests to design a blockchain secure communication
protocol with machine learning to identify new types
of cyber threats.['! Likewise, the contributions of
reinforcement learning for enhancing the blockchain
network resilience to advanced persistent threat were
investigated comprehensively in related research.!'
Studies carried out on the application of federated
learning model with a blockchain technology proved
that it was effective in maintaining data security
and also promoting efficient threat identification.!"
Lastly, the implementation of machine learning
combined with blockchain solutions was described in a
study as the way to get predictive analysis for taking
proper security measures. 2%

ProPoSeED FRAMEWORK

The presented work aims to develop a novel system
that combines blockchain and machine learning for
improving cyber security of distributed networks
from APTs. The execution starts with data acquisition
where data is obtained from IoT devices, network
traffic logs and blockchains. Data preprocessing comes
next it involves data cleansing and normalization of
data for use in machine learning. Thereafter, feature
extraction is carried out to obtain pertinent attributes
such as traffic habits of the network and consumer
actions. The system uses machine learning algorithms
for identifying anomalies which can indicate threat.
The real-time monitoring of the network allows
constant identification of behavior trends deviation.
When an attack is identified, the response and
mitigation phase triggers other countermeasures to be
initiated including system termination or IP address
elimination. It contains blockchain audit for all
actions that take place so that it is more secure and
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transparent. A notification system is established that
alarms administrators of a possible risk, encouraging
a swift reaction. The system provides reports of the
observed cycles and the steps taken to prevent the
identified problems from occurring, which contributes
to adapting security approaches. Last, feedback
provides substantial reinforcement of learning and
enhancement that reflects detection and response
actions. This flow guarantees strong, more importantly,
admissible, and dynamic protection as depicted in the
figure 2.
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Fig. 2: Proposed framework flow mechanism

The introduced system integrates the blockchain
approach along with state-of-the-art machine learning
with the aim to increase cybersecurity and protect
against APTs in distributed networks. The system is
a linear, several-stage program incorporating data
assembling, unusual activity recognition, threat
treatment, and safe transaction review. Here is a
detailed explanation of the processing steps with
other formative equations required to achieve total
comprehension of the underlying processes involved.
Data acquisition and preparation is the first step
where data collected from various sources like loT
devices, network logs, and blockchain transactions are
procured. Cleaning and preparation of the data are
one of the roles of preprocessing to clean up the noise.
Normalization is targeting the equality in scaling data
and it can be mathematically shown as in (1)
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Xx’=x-min(x)/ max(x)-min(x). (1)

Here x " is the normalized value and min(x) and max(x)
refers to the minimum and maximum value of the
dataset respectively. Feature extraction followed by,
converting raw data into meaningful attributes. For
time-series data, statistical features like skewness
factor and kurtosis relation are computed for
understanding the distribution by the equation (2) & (3)

Skewness=((1/N) Xi(xi-u)3)/ 03 ,(i= 1toN). (2)
Kurtosis=((1/N)(Zi(xi-u)4/ o04)-3,(i= 1 to N). (3)

These features make it possible to detect outliers that
are defined as values which go against the distribution
standard. Here xi stands for data, p for mean and
o for standard deviation. In an anomaly detection
phase, data is analyzed by models such as Support
Vector Machines SVM to distinguish between normal
and anomalous. SVM constructs a hyperplane that is
defined by equation (4)

f(x)=w-x+b=0. (4)

weights: w; features: x; and Bias: b. The gap between
classes is then widened as far as possible under the
constraints imposed on the cost function in (5)

min w(1/2) wll2+CJi&i.,(i= 1 toN). (5)

with the restriction made to the constraint in
equation (6)

vi(w-xi+b)>1-£i,&i=0. (6)

Here, yi is the class label, &i’s are slack variables and
C is the penalty parameter. SVM common for complex
dataset utilize the kernel functions which include the
radial base function (RBF); which maps data into a
higher dimensionality space (7)

K(xi,xj)=exp(-ylxi-xjll2). (7)

where y controls the impact of an individual example.
The second element is a real-time monitoring
that constantly watches network traffic and the
flow of transactions on the block chain identifying
any suspicious activity. End/User Communications
detected anomaly initiates Response and Mitigation
Module, The RL determine the right actions. Similar to
(8) the RL framework uses a value function.

V(s)=E[XtytRt|sO=s] ,( t= 0 to ). (8)

where V(s) refers to cumulative reward that can be
expected from state s, Rt which is the reward at
discrete time t and y represents the discount value.
Indeed, an adversarial node or IP address is isolated
by modifying the set of coalition’s neighbors in the
network adjacency matrix A given by (9)

A=A-AA. 9)

where AA erases links to the fallen node. The system
also guarantees completeness of blockchain through
hashing of transactions for permanent recording. The
hashing function H is given in (10)
H=SHA-256(TIIP). (10)
Here T is the current transaction, P is the hash of the
previous block the || symbol represents concatenation.
The Proof of work consensus mechanism is indicated
mathematically as (11)
H(B)<T. (11)
where H(B) represent block hash and T. In order to
make the thresholding mechanism capable of providing
high detection sensitivity, statistical parameters are
employed. Anomalies are detected whenever Z-score
is above a certain limit in (12)
Z=X-u/ o,flag if 1Zo>1. (12)
X: observed value , 1 : threshold. The feedback loop
of this system optimizes the detection algorithms
through learning and reduces the loss function of the
specified model. In the case of neural networks the
weights are updated using gradient descent employed
in (13) backpropagation algorithm.
Aw=-n(0J(w)/ow). (13)
where Aw to be the weightages adjustment, n
as the learning factor, and J(w) as the loss factor.
While successfully offering real-time cybersecurity
solutions, the proposed system is built upon the
integrity of blockchain and efficient mathematical
modelling incorporated within sound computational
architectures. This approach guarantees threats

identification and elimination, scale changes in
threats, secure transaction log keeping.
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RESULTS AND DISCUSSION

The proposed system promises to add layers
of security to the safety envelope by integrating
blockchain with machine learning algorithms to
detect APTs in distributed networks. Real-time
monitoring enhances threat identification compared
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Fig. 3: Threat determining analysis of Proposed framework.

Mitigation Response Time (MRT)

54 === MRT Thresheld

I

I Mitigation Response Time

0 il
[,

o
I |||I|||I|I|i|||

o l

i M!

‘ I I
} |I| |||||III||||\||||||I |

MRT (seconds)

o 20 40 60 80
Time Steps

Fig. 4: Mitigation comparison over time spans.
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Fig. 5: FPR rate of Proposed framework.
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to traditional batch monitoring, and the anomaly
detection algorithm increases its accuracy as well,
while blockchain auditing provides traceability. The
response of the system is based on reinforcement
learning to adapt such new changing attack patterns
for efficiency. It has low false positive rates and
low computation costs, allowing its scalability for
large networks as well as flexibility when faced with
different cybersecurity ventures.In summary, system
is shown to be a trustworthy and creative tool for
combating today’s security threats.
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Fig. 6: Overall throughput of Proposed framework.
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Figure 3 reflects Anomaly Detection Rate (ADR)
trends. The level at which ADR is expected to be
achieved has been set at 90%.As we note, these values
are marked in green once the condition of >90% ADR is
met to indicate high detection of relevant information.
But if ADR drops below this level, it is represented
in orange color pointed at the reduction in system
effectiveness. For instance, at time steps 10, and 40,
the ADR is greater than 0.9 indicating that there is
maximum detection while at time steps 60 & 80, ADR
is less than 0.9 indicating that there could be room for
system improvement.
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In bar plot of figure 4, Mitigation Response Time
(MRT) is shown. plot. The mean response time for MRT
is set at accepting responses less than 3 seconds with
responses colored red implying delay in mitigation.
Those that are below or on the threshold are
highlighted in yellow representing timely responses.
At time steps 5, 30, the MRT is above the threshold
level which point out a slow rate of mitigation
process, On the other hand at time step 70, the values
of MRT is much less than 3 second which is desirable in
cases of system performance. The consistent crossing
above the threshold rate, like as at steps 20 and
50, showcases areas where optimization process is
needed. Figure 5 focuses on the False Positives Rate
(FPR) with an area type plot. The threshold value for
FPR will set to 5%, and when the values get exceed
the threshold rate, it may denoted as marked in
green, showcasing a high occurrence of false positives
values. Below the threshold value, the value shown
in pink marking, representing acceptable rates. For
instance, at time slot 15 ms, the FPR get well below
the value 5%, suggesting good system accuracy rate,
while at time stamp 45, get exceeds 5%, shown in
green marking, which denoted a higher count of false
positives cases that will leads to unnecessary threats.
Such occurrences of higher value of FPR, like at
time stamps between 60 and 85, needs attention to
improvise system precision factor.

Figure 6 represented the proposed System
Throughput (ST) by a step plot. The threshold for
ST will set on 40 transactions per second (TPS).
When overall throughput exceeds the threshold, the
graph showcases values in blue, denoting optimal
performance level. When overall throughput falls
below this threshold-level, values are denoted in
yellow, signaling m8nimized efficacy. For an instance,
at time steps 20 and 50, the throughput crossing 40
TPS, indicating effective system operation, while at
time stamps between 35 and 75, it falls below range of
40 TPS, suggesting potential performance bottlenecks
issues. The significant drops in throughput at time step
90 denotes an area for performance enhancement
factor.

CONCLUSION

In conclusion, the performance analysis of the four
key system metrics gives valuable insights into the
system’s entire performance and showcases areas
for potential improvement needed. The Anomaly
Detections Rate (ADR) generally remains above

rate of 90% threshold values, indicating effective
anomaly identification process; however, occasional
drops at time value 60 and 80 suggest opportunities
for improving identification efficacy. The Mitigation
Responses Time (MRT) varies, with time values 5,
30, 20, and 50 crossing the 3-second threshold-
level, showcasing to slower response times that will
influence entire system performance. On the other
hand, when MRT falls below 3 seconds, like at time
step 70, the system denoted satisfactory performance
rate. The False Positives Rate (FPR) gives instances at
time values of 45, 60, and 85 where it exceeded the
5% threshold-level, highlighted increased occurrences
of false positives that influenced unnecessary
alarms and undermine system accuracy level. Lastly,
proposed System Throughput fluctuates over the 40
TPS threshold-level with time varies 20, 50, and 35
representing optimal throughput level, while time
stamps 35 and 75 show minimized system throughput,
potentially affecting system efficacy. Hence, while
the system will performs well, there are specific time
steps where enchantment are necessary to ensure
consistent and optimal performance over all metrics.
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