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ABSTRACT 

This work deals with the optimization of power flow 

through interconnected system. The work deals with 

efficient and reliable evolutionary based approach to 

solve the economic load dispatch (ELD) with line flows 

and voltage constraints. The work employs PSO 

algorithm for ELD. PSO is a robust, stochastic 

computational technique based on movement and 

intelligence of swarm. The work introduces a 

conceptual overview and detailed explanation of PSO 

algorithm as well as shows how it can be used for 

solving ELD problems. 

Inherent shortcoming of the traditional methods of 

finding the ELD is discussed along with other 

evolutionary methods of finding ELD. A comparative 

study of different evolutionary programming technique 

is done and it is shown that particle swarm optimization 

offer a better result with greater repeatability and   

lesser time. 

The feasibility of the proposed method is demonstrated 

by using a six generator interconnected system having 

different cost functions and voltage constraints. The 

results are compared with those obtained by G.A.   

1. INTRODUCTION 
1.1 OPTIMIZATON 

Optimization is the process of making something better. 

An engineer or scientist conjures up to a new idea and 

optimization improves on that idea. Optimization 

consists in trying variations on an initial concept and 

using the information gathered to improve on the idea. 

Optimization problem may be solved, by choosing an 

algorithm to conduct state space search. The state space 

depends upon the representation chosen. A “feasible 

solution” is a candidate solution that is acceptable 

without further modifications. A global optimum is a 

candidate solution whose quality is better than or equal 

to the quality of every other candidate solution. A local 

optimum is a candidate solution whose quality cannot 

be improved by any single move. 

Finding the minimum of the non-linear function is 

difficult, typical approaches involve either linear zing 

the problem in a very confined region or restricting the 

optimization to a small region. 

Many algorithms that solve the optimization problems 

attempt to minimize an energy function that combines 

the cost or performance criteria with penalty functions 

that implements constraints needed to ensure feasibility. 

Infeasible solutions should have higher energies than 

feasible solutions and the better of the two feasible 

solutions should have lower energy. 

 

1.2 CATEGORIES OF OPTIMIZATION 
Optimization algorithms are divided into six 

categories:- 

 Trial and error optimization refers to the process of 

adjusting variables that affect the optimization 

without knowing much about the process that 

produces the output. 

 One dimensional and multidimensional 

optimization; one-dimensional caries only one 

variable whereas multidimensional has more than 

one variable. 

 Dynamic optimization and Static optimization; in 

case of dynamic optimization output is a function 

of time. In case of static output is not a function of 

time. 

 Discrete and Continuous optimization; Discrete 

optimization has only finite number of possible 

values whereas in Continuous optimization 

possible values may be infinite. 

 Constrained and unconstrained optimization; 

constrained optimization includes variables, 

equalities and inequalities into the cost function, 

unconstrained optimization allows the variables to 

any values 

 

1.3 NATURAL OPTIMIZATION METHODS 
Evolutionary algorithms are iterative and 

stochastic optimization techniques inspired by concepts 

from Darwinian evolution theory. An EA simulates an 

evolutionary process on a population of individuals 

with the purpose of evolving the best possible 

approximate solution to the optimization problem at 
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hand. In the simulation cycle, three operations are 

typically in play; recombination, mutation, and 

selection. Recombination and mutation create new 

candidate solutions, whereas selection weeds out the 

candidates with low fitness, which is evaluated by the 

objective, function. Figure illustrates the initialization 

and the iterative cycle in EAs. 

Genetic algorithms: John Holland proposed genetic 

algorithm in 1975. Genetic algorithms are problem-

solving programs that try to mimic the way large 

populations solve problems over a long period of time, 

through processes such as reproduction, mutation, and 

natural selection. To emulate the natural phenomenon 

of evolution, a genetic algorithm program creates a 

population of candidate solutions to a particular 

problem, and through a process of random selection and 

variation, each generation of the program improves 

upon the quality of the solution. Consequently, genetic 

algorithms promote the evolution of solutions by using 

genetically based processes. 

Simulated annelealing: The working principle of 

simulated annealing is borrowed from metallurgy: a 

piece of metal is heated and then the metal is left to cool 

slowly. The slow and regular cooling of the metal 

allows the atoms to slide progressively toward their 

most stable, minimal energy, positions. Rapid cooling 

would have "frozen" them in whatever position they 

happened to be at that time. The resulting structure of 

the metal is stronger and more stable. 

Ant colony optimization: Ant colony optimization was 

proposed by Dorigo and Maria in 1997Ant colony 

optimization (ACO) is a population-based meta-

heuristic that can be used to find approximate solutions 

to difficult optimization problems. When real-world ant 

colonies are given access to a food source that has 

multiple approach paths, most ants end up using the 

shortest and most efficient route. To expedite this 

process, some ant species deposit a chemical substance 

called pheromone on the ground when traveling from 

the nest to the food source. While the process iterates, 

pheromones are deposited at a higher rate on the shorter 

paths than the longer ones. When the other ants arrive at 

a decision point, like an intersection between various 

paths, they make a probabilistic choice based on the 

amount of pheromones they smell. After several trips, 

nearly all of the ants are using the shortest path due to 

the high concentration of pheromones deposited. 

Particle swarm optimization: Particle Swarm 

Optimization is a biologically inspired method of search 

and optimization developed in 1995 by Dr. Eberhart 

and Dr. Kennedy. Based on the social behaviors of 

birds flocking or fish schooling, this technique 

represents possible solutions as "particles" as they "fly" 

like a swarm through the solution space. Like a flock, 

the swarm gravitates towards the "leader", the current 

best-known solution, accelerating and turning as better 

solutions are found. Research on these systems has 

demonstrated that PSO can efficiently find better 

solutions than many other techniques for many complex 

problems. 

2. LITERATURE REVIEW 
Most power system optimization problems 

including economic load dispatch have complex and 

nonlinear characteristics with heavy equality and 

inequality Constraints. To solve these problems, various 

salient mathematical approaches have been suggested 

for the past decades. As an alternative to the 

conventional mathematical approaches, the heuristic 

optimization techniques such as genetic algorithms, 

Tabu search, simulated annealing, and recently 

introduced particle swarm optimization (PSO) are 

considered as realistic and powerful solution schemes to 

obtain the global or quasi-global optimums in power 

system optimization problems [1].  

The primary objectives of this proposed work is to 

economically schedule the power plants to minimize the 

system losses, and to demonstrate the potential of the 

proposed algorithms on real-world problems of system 

identification and control [2]. The fundamental 

challenges are: Fitness function design, methods for 

parameter control, and techniques for optimization. 

Furthermore, particle swarm optimization problems 

were studied in the context of the three fundamental 

challenges. Fitness function design is of major 

importance for the optimization algorithms, because the 

fitness function essentially determines how hard the 

problem is to optimize [3]. There are several sub-

aspects of fitness function design. The smoothness of 

the function is one of primary concern, because a too 

rugged fitness landscape may disrupt the search and 

trap the algorithm in a local optimum [4]. 

Recently, Eberhart and Kennedy suggested a particle 

swarm optimization (PSO) based on the analogy of 

swarm of bird and school of fish [5]. The PSO mimics 

the behaviors of individuals in a swarm to maximize the 

survival of the species. In PSO, each individual decides 

his decision using his own experience as well-as other 

individual’s experiences [6]. The algorithm, which is 

based on a metaphor of social interaction, searches a 

space by adjusting the trajectories of moving points in a 

multidimensional space. The individual particles are 

drawn stochastically toward the position of present 

velocity of each individual, their own previous best 

performance, and the best previous performance of their 

neighbors [7]. The main advantages of the PSO 

algorithm are summarized as: simple concept, easy 

implementation, robustness to control parameters, and 

computational efficiency when compared with 

mathematical algorithm and other heuristic optimization 

techniques [8]. 

Recently, PSO have been successfully applied to 

various fields of power system optimization such as 

power system stabilizer design [9], reactive power and 

voltage control [10], and dynamic security border 

identification [11], etc. Besides these power related 
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problems it is a highly reliable tool to solve the global 

phenomenon’s that affects our climate etc. for this 

specifically, it can be used to identify the possible 

trajectories of the hurricane and the load forecasting.  

The original PSO mechanism is directly applicable to 

the problems with continuous domain and without any 

constraints [12]. Therefore, it is necessary to revise the 

original PSO to reflect the equality line quality 

constraints of the variables in the process of modifying 

each individual's search. Yoshida et al. [13] suggested a 

modified PSO to control reactive power and voltage 

considering voltage security assessment. Since the 

problem was a mixed-integer nonlinear optimization 

problem with inequality constraints, they applied the 

classical penalty method to reflect the constraint-

violating variables. Abido [14] developed a revised 

PSO for determining the optimal values of parameters 

for power system stabilizers. In practice, an ELD 

problem is represented as a non-smooth optimization 

problem with equality and inequality constraints, which 

makes it difficult to obtain the global optimum. To 

solve the problems, many salient methods have been 

proposed such as a mathematical approach [15], 

dynamic programming [16], improved evolutionary 

programming [17], neural network approaches [18], 

[19], and genetic algorithm [20]. We propose an 

alternative approach to the non-smooth ELD problems 

using PSO focused on the treatment of the equality and 

inequality constraints in the process of modifying each 

individual's search. The inequality constraints in 

creating initial individuals are easily handled [21, 22]. 

However, the next position of an individual produced 

by the PSO algorithm can violate the inequality 

constraint. In this case, the position of any individual 

violating the constraints is set to its minimum or 

maximum position depending on the velocity evaluated 

[23-26]. The feasibility of the proposed PSO for ELD 

problems with quadratic and piecewise quadratic cost 

functions is demonstrated and compared with the 

existing approaches [27-30]. 

3. PROBLEM FORMULATION 
The work employs particle swarm optimization 

algorithm for ELD. The work introduces a conceptual 

overview and detailed explanation of PSO algorithm as 

well as shows how it can be used for solving ELD 

problems. Here PSO offer a better result with greater 

repeatability results in minimization of cost and time. 

 Finding the minimum of non-linear function is 

difficult, typical approaches involve either linearization 

the problem in a very confined region or restricting the 

optimization to a small region. A comparative study of 

different evolutionary programming technique is done 

and it is shown that the particle swarm optimization 

offer a better result. 

A. Objective Function 

The objective of ED is to simultaneously minimize the 

generation cost rate and to meet the load demand of a 

power system over some appropriate period while 

satisfying various constraints. To combine the above 

two constraints into an ED problem, the constrained 

optimization problem at specific operating interval can 

be modified as: 

 Min  
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4. OBJECTIVE 
Particle swarm optimization (PSO) is a population 

based stochastic optimization technique developed by 

Eberhart and Kennedy in 1995 [6], inspired by social 

behavior of bird flocking or fish schooling. This 

algorithm is initialized with a population of random 

solutions, called particles. Each particle in PSO flies 

through the search space with a velocity that is 

dynamically adjusted according to its own and its 

companion’s historical behaviors. The particles have a 

tendency to fly toward better search areas over the 

course of a search process. During flight, each particle 

keeps track of its coordinates in the problem space, 

which are associated with the best solution (fitness) it 

has achieved so far. (The fitness value is also stored.) 

This value is called pbest. Another "best" value that is 

tracked by the particle swarm optimizer is the best 

value, obtained so far by any particle in the neighbors 
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of the particle. This location is called lbest. When a 

particle takes all the population as its topological 

neighbors, the best value is a global best and is called 

gbest. The particle swarm optimization concept consists 

of, at each time step, changing the velocity of 

(accelerating) each particle toward its pbest and lbest 

locations (local version of PSO). Acceleration is 

weighted by a random term, with separate random 

numbers being generated for acceleration toward pbest 

and lbest locations. 

Each particle tries to modify its position using the 

concept of velocity. The velocity of each agent can be 

updated by the following equation: 

 )(11

1 k

ii

k

i

k

i spbestrandcvv  )(22

k

ii sgbestrandc 
                    

(6) 

where 
1k

iv
 is velocity of agent i at iteration k,   is 

weighting function, c1 and c2 are weighting factors, 

rand1 and rand2 are random numbers between 0 and 1, 
k

is
is current position of agent i at iteration k, pbesti is 

the pbest of agent i, and gbest is the best value so far in 

the group among the pbests of all agents. 

The following weighting function is usually used: 

iteriter  ))/()(( maxminmaxmax 
      (7) 

Where,  max is the initial weight,  min is the final 

weight, itermax is the maximum iteration number, and 

iter is the current iteration number. Using the previous 

equations, a certain velocity, which gradually brings the 

agents close to pbest and gbest, can be calculated. The 

current position (search point in the solution space) can 

be modified by the following equation: 
11   k
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k
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The model using (1) is called Gbest model. The model 

using (2) in (1) is called inertia weights approach 

(IWA).  

The end criteria are usually one of the following: 

 Maximum number of iterations: the optimization 

process is terminated after a fixed number of 

iterations. Number of iterations without 

improvement: the optimization process is 

terminated after some fixed number of iterations if 

any improvement is not obtained.  

 Minimum objective function error: the 

optimization process is terminated if the error 

between the obtained objective function value and 

the best fitness value is less than a prefixed 

anticipated threshold. 

5. METHODOLOGY 
The concept of PSO can be best understood by 

the help of the example similar to the one, which led to 

its development. Imagine a swarm of bees in a field. 

Their goal is to find in the field the location with the 

highest density of flowers. Without any knowledge of 

the field a priori, the bees begin in random locations 

with random velocities looking for flowers. Each bee 

can remember the locations that it found the most 

flowers, and somehow knows the locations where the 

other bees found an abundance of flowers. Torn 

between returning to the location where it had 

personally found the most flowers, or exploring the 

location reported by others to have the most flowers, the 

ambivalent bee accelerates in both directions altering its 

trajectory to fly somewhere between the two points 

depending on whether nostalgia or social influence 

dominates its decision Fig 2 (a). Along the way, a bee 

might find a place with a higher concentration of 

flowers than it had found previously. It would then be 

drawn to this new location as well as the location of the 

most flowers found by the whole swarm. Occasionally, 

one bee may fly over a place with more flowers than 

had been encountered by any bee in the swarm. The 

whole swarm would then be drawn toward that location 

in additional to their own personal discovery. In this 

way the bees explore the field: over-flying locations of 

greatest concentration, then being pulled back toward 

them. Constantly, they are checking the territory they 

fly over against previously encountered locations of 

highest concentration hoping to find the absolute 

highest concentration of flowers. Eventually, the bees’ 

flight leads them to the one place in the field with the 

highest concentration of flowers. Soon, all the bees 

swarm around this point. Unable to find any points of 

higher flower concentration, they are continually drawn 

back to the highest flower concentration Fig.2 (b). 

 

5.1 Why PSO? 
In general, most real-world optimization 

problems have several challenging properties. Nearly 

all problems have a significant number of local optima, 

and the search space can be so huge that the exact 

global optimum cannot be found in reasonable time. 

Additionally, the problems may have multiple 

conflicting objectives that should be considered 

simultaneously (e.g., cost versus quality). Moreover, 

there may be a number of non-linear constraints to be 

fulfilled by the final solution. For this reason, these 

algorithms often stagnate at a local Optimum, which 

makes local search less desirable for many real-world 

problems. Valuable alternatives are stochastic search 

methods such as simulated annealing, ant-colony, and 

evolutionary algorithms. Among these techniques, PSO 

seem to be a particularly promising approach for several 

reasons. PSO algorithms are very general regarding the 

problem types they can be applied to (continuous, 

mixed-integer etc.). Furthermore, particle swarm can 

handle problems with any combination of the above-

mentioned challenges in real-world problems (local 

optima, multiple objectives, constraints, and dynamic 

components).  
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Naturally, PSO do also have some disadvantages. 

Unfortunately, they are rather computationally 

demanding, since many candidate solutions have to be 

evaluated in the optimization process. However, there 

has been a recent increase in interest in dealing with this 

problem and some techniques have been suggested. 

Furthermore, PSO should not be applied blind-folded to 

any problem. As mentioned, many simpler and faster 

techniques exist and they should typically be tried first. 

In this context, PSO offer the possibility to further 

improve solutions found by simpler techniques, which 

can be done by incorporating them in the start 

population. In addition, PSO typically have a few 

algorithmic parameters to tune. 

6. CONCLUSION 
A modified adaptive particle swarm optimization 

algorithm based on fuzzy and adaptive programming of 

multi-optimum can be used in conjunction with 

modified particle swarm optimization algorithm to 

solve the optimal power flow (OPF) problem.  

The modified particle swarm optimization algorithm 

will help the particles to learn not only from itself and 

the best one but also from the other individuals in the 

swarm. By this enhanced study behavior the 

opportunity to find the global optimum is increased and 

the influence of initial position of the particle is 

decreased.  

If the proportion factor of multi-optimum programming 

cannot be dynamically adjusted in the optimization 

process, the performance of the algorithm will be 

limited. 

The modified adaptive particle swarm optimization 

algorithm based on fuzzy and adaptive programming of 

multi-optimum will help to adjust dynamically the 

proportion factor of multi-optimum programming in the 

optimization process. 

The searching process of the particle swarm 

optimization is a non-linear and dynamic process. 

Therefore, when the environment itself is dynamically 

changed over the time, the algorithm should be able to 

adapt dynamically to the changing environment. 

Although the static multi-optimum programming mode 

improves the general convergence performance of the 

algorithm compared to the basic PSO, the programming 

coefficient cannot be adjusted dynamically to the 

current optimization ability, and getting better 

programming coefficient need plenty of experiment; 

therefore its adaptive ability and general convergence 

performance is limited to some extent. 

The idea of a modified adaptive particle swarm 

optimization algorithm based on fuzzy theory 

introduces an intelligent method on the basis of multi-

optimum programming to program the relationship 

between the multi-optimum information dynamically in 

computation process, and then adjust the programming 

strategies adaptively according to the current 

optimization ability, which harmonizes the movement 

relation between itself and the swarm more flexibly, 

and greatly improves the general convergence 

performance of the algorithm. 
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